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Interactive and 
Explainable Machine 
Learning

What is it and why is it important?
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Interactive Machine 
Learning

Interactive Machine Learning (IML) is the 
design and implementation of algorithms 
and intelligent user interface (IUI) 
frameworks that facilitate machine 
learning (ML) with the help of human 
interaction
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Intelligent User Interface Algorithms

Mixed Initiative Interaction

The ML system and the domain expert engage in a 
two-way dialogue.



Interactive 
Machine 
Learning

18.09.2019 Interactive and Explainable Machine Learning | Daimler Infoday 2019 6

Amershi, S., Cakmak, M., Knox, W. B., & Kulesza, T. (2014). Power to the People: The Role of Humans in 
Interactive Machine Learning. AI Magazine, 35(4), 105. https://doi.org/10.1609/aimag.v35i4.2513

explanation to
the user



Explainable Machine 
Learning

Explainable Machine Learning is a subfield 
of explainable artificial intelligence (XAI) 
which concerns transparency and human 
interpretability in machine learning (ML).
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Mitigate bias in ML

Evaluate machine learning models

Render ML models more interpretable

Interpretation of black-box models

Enhance trust in ML

Causality of predictive models

Visual analytics
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IML and XAI Systems: Application Sample 1
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Interactive Machine Learning

Explainable



Interactive Report Analysis in Smart Factories
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classify

confirm or correct



Interactive Report Analysis in Smart Factories
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Metaphacts Server
Domain Model &

Instance Base

Smart Factories
Server

SmartPen Server
HWR & Gesture Analysis

BPMN Server
Maintenance Process

Model



IML and XAI Systems: Application Sample 2
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Improve CRM Chatbot using Active Learning
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𝜒𝐴
∗ : What actions are

required on a name change?

Which answer is most
suitable?
o 𝐴𝑛𝑠𝑤𝑒𝑟ℎ
o 𝐴𝑛𝑠𝑤𝑒𝑟𝑘
✓ 𝐴𝑛𝑠𝑤𝑒𝑟𝑗 crowdworker

User Logs

300k User Queries

[…]

𝜒𝐴
∗ : What actions are

required on a name change?

dialogue 
engine

labeled training set

ℒ𝑖

unlabeled pool

𝒰

oracle (e.g., human annotator)

Initial training set 𝓛𝟎

AnswersUser Queries

~350

*

~3k
learn a model

select queries

What are effective and 
efficient query selection 
strategies 𝑨 for finding 

informative instances 𝝌 ? What kind of interaction 
is efficient for annotating 

unlabeled instances?

annotate



IML and XAI Systems: Application Sample 3
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Class Probability

golden_retriever 0.334

cocker_spaniel 0.203

sussex_spaniel 0.132

tabby_cat 0.047

otterhound 0.041

“Why did you 
predict dog?”

“Is it a cat or 
a dog?”

visual explanations for golden_retriever

visual explanations for tabby_cat

mixed initiative dialogue about the model

can be used to resolve uncertainties of 
the model about its outcomes and of 
the user about how the model works



IML and XAI Systems: Application Sample 4
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Interactive Machine Learning

Explainable

observe passive signals 
from user interaction



Passive collection of training data for
document retrieval
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Eye Tracking

Interactive Knowledge Explorationlearn to classify document
relevance by observing expert users

Which additional information is relevant?

Task | Answer Client Query

Which document is relevant?

Recommend suitable documents
for client requests in the future



Summary

Take Away

In an IML / XAI system, the user and 
the system benefit from each other

• Mixed Initiative Interaction enables 
incremental learning and leads to 
more robust predictions.

• XAI improves transparency, trust 
and, thus, the interpretability of a 
model by the user.

Further Reading

ACM book series on multimodal 
interfaces and machine learning.

18.09.2019 Interactive and Explainable Machine Learning | Daimler Infoday 2019 19



Interactive and 
Explainable
Machine Learning
Michael Barz & Dr. Daniel Sonntag
German Research Center for Artificial Intelligence (DFKI)
michael.barz@dfki.de 
daniel.sonntag@dfki.de

iml.dfki.de

Thanks for your Attention!
Questions?


