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What is it and why is it important?

Interactive and
Explainable Machine
Learning
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Intelligent User Interface Algorithms
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Interactive Machine Learning (IML) is the
design and implementation of algorithms

Interactive Machine and intelligent user interface (1UI)
Learning frameworks that facilitate machine
learning (ML) with the help of human
interaction

Mixed Initiative Interaction

The ML system and the domain expert engage in a
two-way dialogue.
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Traditional process for constructing
machine learning systems

Interactive machine learning process

predictions, recommendations, expl anation to
clusters, precision/recall
visualizations, queries, . / the user
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Amershi, S., Cakmak, M., Knox, W. B., & Kulesza, T. (2014). Power to the People: The Role of Humans in
Interactive Machine Learning. Al Magazine, 35(4), 105. https://doi.org/10.1609/aimag.v35i4.2513
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Explainable Machine

Learning

A\
. Mitigate bias in ML

\)

. Evaluate machine learning models

\

. Render ML models more interpretable

. Interpretation of black-box models

. Enhance trust in ML

q

. Causality of predictive models

Vi

. Visual analytics
/4

Explainable Machine Learning is a subfield
of explainable artificial intelligence (XAl)
which concerns transparency and human
interpretability in machine learning (ML).
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Explainable

Machine
Learning

Today

Why did you do that?
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e e | (p=.93) When do you fail?
HMATES Process
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¢ How do | correct an error?
EEESES
Training Learned Output User with
Data Function a Task
Tomorrow
| understand why
This is a cat: | understand why not
NEVY ':nza;:::;w""‘c’kers' | know when you’ll succeed
Learning L ot hasthis.feature: I know when you'll fail
Process f*& l' } ]; * } ! } | know when to trust you
| know why you erred

Training
Data

Explainable Model

Explanation
Interface

User with
a Task

Gunning, D., & Aha, D. (2019). DARPA’s Explainable Artificial Intelligence (XAl) Program.
Al Magazine, 40(2), 44-58. https://doi.org/10.1609/aimag.v40i2.2850
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IML and XAl Systems: Application Sample 1

Interactive Machine Learning
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Interactive Report Analysis in Smart Factories

Barz, M., Poller, P., Schneider, M., Zillner, S., & Sonntag, D. (2017). Human-in-the-Loop Control Processes in Gas
Turbine Maintenance. In V. Marik, W. Wabhister, T. I. Strasser, & P. Kadera (Eds.), Industrial Applications of
Holonic and Multi-Agent Systems - 8th International Conference, HoloMAS 2017, Lyon, France, August 28-30,
2017, Proceedings (pp. 255-268). https://doi.org/10.1007/978-3-319-64635-0_19
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Interactive Report Analysis in Smart Factories
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IML and XAl Systems: Application Sample 2

Interactive Machine Learning

Explainable
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Improve CRM Chatbot using Active Learning

Initial training set £, dialogue
. %
- oo engine
~3

~350

User Logs

300k User Queries

Xa: What actions are
required on a name change?

labeled training set unlabeled pool 2

select queries
oracle (e.g., human annotator)

annotate Xa: What actions are What are effective and
efficient query selection

required on a name change?

strategies A for finding

What kind of interaction Which a:swer is most informative instances . 2
is efficient for annotating suitabler
labeled inst 5 o Answer, @
unlabeled instances: o Answer, “

v' Answer;  crowdworker
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IML and XAl Systems: Application Sample 3

Interactive Machine Learning
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'...:’(F«J"""* visual explanations for golden_retriever é/
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/ Why did you s it a cat or Gyl
O predict dog?” a dog?” &
- @
Class Probability
@ golden_retriever 0.334
cocker_spaniel 0.203 OLX
. . sussex_spaniel 0.132
@ tabby_cat 0.047
otterhound 0.041 I

mixed initiative dialogue about the model

can be used to resolve uncertainties of

the model about its outcomes and of
the user about how the model works
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IML and XAl Systems: Application Sample 4

Interactive Machine Learning

Explainable

observe passive signals
from user interaction
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Passive collection of training data for
document retrieval

Iearn to CIaSSify document Interactive Knowledge Exploration
relevance by observing expert users

Task | Answer Client Query

Which document is relevant?

Which additional information is relevant?

Recommend suitable documents
for client requests in the future
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summary

Take Away Further Reading

In an IML / XAl system, the user and ACM book series on multimodal
the system benefit from each other interfaces and machine learning.

 Mixed Initiative Interaction enables

incremental learnin g and leads to The Handbook of The Handbook of The Handbook of
Multimodal-Multisensor Multimodal-Multisensor Multimodal-Multisensor
b 1 1 Interfaces Interfaces Interfaces
more robust P redictions. Wz W )
. Foundations, UserModeling, and Signal Prucessirfri_, Architectures, éarfvguoge grqggssing.
Common ModalityCombinations and Deteetion of Eniotion oftware, Commercialization,
* XAl improves transparency, trust e : e

and, thus, the interpretability of a
model by the user.
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